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ABSTRACT

Partial label learning deals with training examples each associ-
ated with a set of candidate labels, among which only one is valid.
Most existing works focus on manipulating the label space by es-
timating the labeling confidences of candidate labels, while the
task of manipulating the feature space by dimensionality reduction
has been rarely investigated. In this paper, a novel partial label
dimensionality reduction approach named Cenda is proposed via
confidence-based dependence maximization. Specifically, Cenda
adapts the Hilbert-Schmidt Independence Criterion (HSIC) to help
identify the projection matrix, where the dependence between pro-
jected feature information and confidence-based labeling informa-
tion is maximized iteratively. In each iteration, the projectionmatrix
admits closed-form solution by solving a tailored generalized eigen-
value problem, while the labeling confidences of candidate labels
are updated by conducting 𝑘NN aggregation in the projected fea-
ture space. Extensive experiments over a broad range of benchmark
data sets show that the predictive performance of well-established
partial label learning algorithms can be significantly improved by
coupling with the proposed dimensionality reduction approach.
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1 INTRODUCTION

Partial label (PL) learning aims to induce a multi-class classifier
from training examples each associated with a set of candidate
labels, among which only one is valid [11, 29, 49, 53]. Compared
with the ordinary multi-class classification problem where each
training example is associated with only one valid label, partial
label learning directly learns from ambiguously labeled examples
[56], thus greatly reduces the cost of data annotation. As an emerg-
ing weakly supervised learning framework which arises in many
real-world scenarios such as web mining [23], multimedia content
analysis [8, 47], ecoinformatics [4, 42], natural language processing
[34, 54], etc., partial label learning has been studied extensively in
recent years.

In solving real-world tasks, dimensionality reduction is an ef-
fective technique to improve the generalization ability of learning
system, i.e. alleviate the issue of curse of dimensionality. In par-
tial label learning, the limited supervision information retrieved
from training set often leads to the less satisfactory generalization
performance. Although it is desirable to incorporate dimensional-
ity reduction mechanism in partial label learning, existing works
mainly focus on manipulating the label space by estimating the
labeling confidences of candidate labels [6, 8, 16, 28, 42], while
the manipulation of the feature space by dimensionality reduc-
tion is rarely investigated. To the best of our knowledge, Delin
[43] is the only available partial label dimensionality reduction
approach, which employs the linear discriminant analysis (LDA)
technique to maximize the inter-class separability in the induced
feature space. Nevertheless, due to the intrinsic properties of LDA,
the essential dimensionality of the feature space induced by DELIN
is upper-bounded by the number of class labels, which may lead to
degenerated performance due to the excessively low dimensionality
of the induced feature space.

In this paper, we propose a novel partial label dimensionality
reduction method named Cenda, i.e. partial label dimensionality
reduction via ConfidENce-based Dependence mAximization. Cenda
performs dimensionality reduction by maximizing the dependence
between the projected feature information and the confidence-
based labeling information, where the dependence is measured by
theHilbert-Schmidt Independence Criterion (HSIC). Since the ground-
truth label is not directly accessible to the learning algorithm, we
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adapt HSIC to accommodate the exploitation of partial label train-
ing examples and employ an alternating procedure to optimize the
projection matrix and update the confidences of candidate labels
iteratively. Specifically, in each iteration, the projection matrix is
identified by solving a tailored generalized eigenvalue problem,
while the labeling confidences of candidate labels are updated by
conducting 𝑘NN aggregation in the projected feature space. Com-
prehensive experiments over synthetic and real-world partial label
data sets validate the effectiveness of Cenda as a dimensionality
reduction method to improve the generalization performance of
state-of-the-art partial label learning algorithms.

The rest of this paper is organized as follows. Section 2 briefly
discusses related works on partial label learning. Section 3 intro-
duces the technical procedure of the proposed Cenda approach.
Section 4 reports detailed results of experimental studies. Finally,
Section 5 concludes this paper.

2 RELATEDWORKS

Partial label learning learns from inaccurate supervision informa-
tion where the ground-truth label is concealed in the candidate
label set of each training example. In terms of the formulation of
the learning problem, partial label learning is related to several
well-established weakly supervised learning frameworks such as
multi-label learning [44, 50, 51], semi-supervised learning [55, 58]
and multi-instance learning [2, 5].

Most existing partial label learning algorithms learn from partial
label data via candidate label disambiguation, which is manipulated
in the label space. There are two main types of disambiguation
strategies, namely disambiguation by identification and disambigua-
tion by averaging. For the strategy of disambiguation by identifica-
tion, iterative optimization procedure such as EM is employed to
estimate the unknown ground-truth label which is treated as the
latent variable. Different methods such as maximizing the likeli-
hood of observing the PL training examples over their candidate
label sets [24, 27, 28], or maximizing the predictive margin between
candidate labels and non-candidate labels of PL training examples
[6, 30, 45] can be utilized to instantiate the optimization objective.

The strategy of disambiguation by averaging treats all candidate
labels of the PL training example in an equal manner whose mod-
eling outputs are averaged to yield the final prediction. Different
methods are employed to instantiate the averaging procedure, such
as distinguishing the averaged modeling outputs from candidate
labels between the modeling outputs from non-candidate labels
for discriminative models [11, 41], or aggregating the votes among
candidate labels of the unseen instance’s neighboring examples for
distance-based models [16, 21, 39, 48].

As an effective technique to improve the generalization ability of
the learning system by manipulating feature space, dimensionality
reduction has been extensively studied in numerous machine learn-
ing paradigms, such as multi-label learning [22, 32, 33, 40, 46, 52]
where each training example is associated with multiple valid class
labels other than multiple candidate labels. However, the problem
of partial label dimensionality reduction has been rarely investi-
gated. To the best of our knowledge, Delin [43] is the only available
partial label dimensionality reduction approach which adapts the

linear discriminant analysis technique to identify the projection
matrix for dimensionality reduction.

Compared with Delin that maximizes the inter-class separa-
bility in the induced feature space, Cenda makes better use of
labeling information by adapting to maximize the dependence be-
tween projected feature information and confidence-based labeling
information. Besides, the dimension of the projected feature space
can be set arbitrarily in our approach other than being smaller than
the number of class labels in Delin.

3 THE PROPOSED APPROACH

Let X = R𝑑 denote the 𝑑-dimensional instance space and Y =

{𝑙1, 𝑙2, ..., 𝑙𝑞} denote the label space with 𝑞 class labels. Given the
partial label training set D = {(𝒙𝑖 , 𝑆𝑖 ) |1 ⩽ 𝑖 ⩽ 𝑚} , where 𝒙𝑖 ∈ X
is a 𝑑-dimensional feature vector (𝑥𝑖1 , 𝑥𝑖2 , ..., 𝑥𝑖𝑑 )⊤ and 𝑆𝑖 ⊆ Y is
the candidate label set associated with 𝑥𝑖 among which only one is
the ground-truth label. The task of partial label learning is to derive
a multi-class classification model 𝑓 : X → Y from the training set
D.

Let X = [𝒙1, 𝒙2, ..., 𝒙𝑚] ∈ R𝑑×𝑚 be the instance matrix formed
by concatenating all feature vectors in the training set, the task of
partial label dimensionality reduction is to find a projection matrix
P = [𝒑1,𝒑2, ...,𝒑𝑑′] ∈ R𝑑×𝑑′ (𝑑 ′ ≪ 𝑑) which maps the training ex-
amples X into the 𝑑 ′-dimensional feature space, i.e. X′ = P⊤X. Con-
sidering that the feature description and the true label are charac-
terizations of the same example from two perspectives, we attempt
to find a lower-dimensional feature space where the dependence
between the induced feature information and the confidence-based
labeling information is maximized. Accordingly, Cenda adapts the
Hilbert-Schmidt Independence Criterion to help identify the pro-
jection matrix iteratively via a two-stage alternating procedure
consisting of confidence-based dependence maximization and 𝑘NN-
based candidate label confidence updating.

To fullfill the alternative procedure, we construct the labeling
confidence matrix Y = [𝑌𝑖, 𝑗 ]𝑚×𝑞 where each element 𝑌𝑖 𝑗 denotes
the estimated confidence of 𝑙 𝑗 being the ground-truth label for 𝑥𝑖
and initialize it as follows:

∀ 1 ⩽ 𝑖 ⩽ 𝑚, 1 ⩽ 𝑗 ⩽ 𝑞 : 𝑌𝑖 𝑗 =

{
1
|𝑆𝑖 | , if 𝑙 𝑗 ∈ 𝑆𝑖
0, otherwise

(1)

Here, the constraints
∑𝑞

𝑗=1 𝑌𝑖 𝑗 = 1(1 ⩽ 𝑖 ⩽ 𝑚) hold for each
iteration of Cenda.

For the stage of confidence-based dependence maximization, we
firstly introduce two kernel matrices for the projected feature space
and the label space respectively. Given partial label training set
D = {(𝒙1,𝒚1), ..., (𝒙1,𝒚𝑚)}, the kernel matrix for the projected
feature space is defined as K = [𝐾𝑖 𝑗 ]𝑚×𝑚 , where 𝐾𝑖 𝑗 is formulated
as:

𝐾𝑖 𝑗 = 𝑘 (𝒙𝑖 , 𝒙 𝑗 ) ≜
〈
𝜙 (𝒙𝑖 ), 𝜙 (𝒙 𝑗 )

〉
=
〈
P⊤𝒙𝑖 , P⊤𝒙 𝑗

〉
(2)

For label space, the kernel matrix is defined as L = [𝐿𝑖 𝑗 ]𝑚×𝑚 ,
where 𝐿𝑖 𝑗 corresponds to the linear kernel function for simplicity:

𝐿𝑖 𝑗 = 𝑙 (𝒚𝑖 ,𝒚 𝑗 ) ≜
〈
𝒚𝑖 ,𝒚 𝑗

〉
(3)

where 𝒚𝑖 = (𝑌𝑖1, 𝑌𝑖2, ..., 𝑌𝑖𝑞)⊤ denotes the 𝑖th row of the labeling
confidence matrix Y.



Then we attempt to maximize the dependence between the pro-
jected feature information and the confidence-based labeling in-
formation. The Hilbert-Schmidt Independence Criterion [18] is
an effective measure of dependence which has been successfully
applied to solve various machine learning tasks [7, 14, 17]. HSIC
computes the square of the norm of the cross-covariance operator
over the domain X ×Y in Hilbert space. Considering its simplicity
and neat theoretical properties, we adapt HSIC to deal with the
inaccurate supervision information and formulate the empirical
estimate of HSIC as:

HSIC(F ,G,D) = (𝑚 − 1)−2tr (HKHL) (4)

where tr(·) is the trace of a matrix andH = I− 1
𝑚 𝒆𝒆⊤ with 𝒆 being an

all-one column vector. F and G are the reproducing kernel Hilbert
space (RKHS) mapped from X and Y respectively.

Substituting K = X⊤𝒑𝒑⊤X into Eq.(4) and dropping the normal-
ization term, we obtain the objective function as follows:

𝒑∗ = argmax
𝒑

tr(HX⊤𝒑𝒑⊤XHL) (5)

= argmax
𝒑

𝒑⊤ (XHLHX⊤)𝒑

To avoid the scaling problem, we add the constraint that the 𝑙2-norm
of 𝒑 should be 1, i.e. 𝒑⊤𝒑 = 1. Note that XHLHX⊤ is symmetric, its
eigenvalues are all real and the eigenvectors are orthogonal to each
other. After sorting the eigenvalues 𝜆1 ⩾ · · · ⩾ 𝜆𝑑 , the optimal 𝒑∗ is
the eigenvector corresponding to the largest eigenvalue 𝜆1. Further-
more, the projection matrix can be set to P = [𝒑1, ...,𝒑𝑑′] where 𝒑𝑖
is the eigenvector associated with the 𝑖th largest eigenvalue. The
corresponding HSIC value is:

HSIC =

𝑑′∑
𝑖=1

𝜆𝑖 (6)

Since the eigenvalue reflects the contribution of the correspond-
ing dimension, we can control the dimensionality of the projected
feature space, i.e. 𝑑 ′ by setting a threshold 𝑡ℎ𝑟 (0 ⩽ 𝑡ℎ𝑟 ⩽ 1) and
choose the first 𝑑 ′ eigenvectors such that:

𝑑′∑
𝑖=1

𝜆𝑖 ⩾ 𝑡ℎ𝑟 × (
𝑑∑
𝑖=1

𝜆𝑖 ) (7)

In the above procedure, we obtain a subspace where the pro-
jection bases are orthonormal, i.e. 𝒑⊤

𝑖
𝒑 𝑗 = 𝛿𝑖 𝑗

1. However, such
projection strategy still remains some redundant information in
the lower-dimensional feature space as the feature vectors are still
correlated after projection [9]. Specifically, we expect the projected
features to be uncorrelated, i.e. Cor(𝒑⊤

𝑖
X,𝒑⊤

𝑗
X) = 𝛿𝑖 𝑗 , 1 ⩽ 𝑖, 𝑗 ⩽ 𝑑 ′.

Thus we introduce the new constraint:

𝒑⊤
𝑖 XX⊤𝒑 𝑗 = 𝛿𝑖 𝑗 (8)

By jointly considering the orthonormal constraints over projection
bases and the uncorrelatedness constraints over projected features,
we rewrite the optimization problem as:

max
P

tr(HX⊤PP⊤XHL) (9)

s.t. 𝒑⊤
𝑖 (𝜇XX⊤ + (1 − 𝜇)I)𝒑 𝑗 = 𝛿𝑖 𝑗

1𝛿𝑖 𝑗 represents the Kronecker delta where 𝛿𝑖 𝑗 = 1 if 𝑖 = 𝑗 and 𝛿𝑖 𝑗 = 0 otherwise.

Table 1: The pseudo-code of Cenda.

Inputs:

D : the PL training set {(𝒙𝑖 , 𝑆𝑖 ) | 1 ≤ 𝑖 ≤ 𝑚} (X = R𝑑 ,
Y = {𝑙1, 𝑙2, . . . , 𝑙𝑞}, 𝒙𝑖 ∈ X, 𝑆𝑖 ⊆ Y)

𝑡ℎ𝑟 : the threshold parameter in Eq.(7)
𝜇 : the trade-off parameter in Eq.(9)
𝑘 : the number of nearest neighbors used for candidate

label disambiguation
Outputs:

D ′ : the transformed lower-dimensional PL training set
{(𝒙 ′

𝑖
, 𝑆𝑖 ) | 1 ⩽ 𝑖 ⩽ 𝑚}

Process:

1: Initialize the𝑚 × 𝑞 labeling confidence matrix Y according to
Eq.(1);

2: Specify the instance matrix X = [𝒙1, ..., 𝒙𝑚];
3: repeat

4: Calculate the kernel matrix for label space L = [𝐿𝑖 𝑗 ]𝑚×𝑚
according to Eq.(3);

5: Calculate H = I − 1
𝑚 𝒆𝒆⊤;

6: Solve the generalized eigenvalue problem of Eq.(12), and
then form the projection matrix P by concatenating the 𝑑 ′
eigenvectors w.r.t. the top 𝑑 ′ eigenvalues satisfying Eq.(7);

7: Derive the lower-dimensional PL training set D ′ ={
(𝒙 ′

𝑖
, 𝑆𝑖 ) | 𝒙 ′𝑖 = P⊤𝒙𝑖 , 1 ⩽ 𝑖 ⩽ 𝑚

}
;

8: for 𝑖=1 to𝑚 do

9: Identify the 𝑘 nearest neighbors of 𝒙 ′
𝑖
in D ′ as N(𝒙 ′

𝑖
);

10: end for

11: Calculate the intermediate matrix B according to Eq.(13);
12: Derive the updated labeling confidence matrix Y′ according

to Eq.(14);
13: Y = Y′;
14: until convergence

where 𝜇 ∈ (0, 1) is a trade-off parameter which balances the impor-
tance of the above two constraints.

According to the properties of the trace of matrix, by Lagrange
method [3, 15], we construct Lagrange function:

L (P) = tr
(
P⊤XHLHX⊤P

)
+ tr

(
Λ
(
I − P⊤

(
𝜇XX⊤ + (1 − 𝜇) I

)
P
) )

(10)
where Λ = diag(𝜆1, ..., 𝜆𝑑′) ∈ R𝑑′×𝑑′

is a diagonal matrix whose
entries are the Lagrange multipliers. Then we set the derivative of
the Lagrange function to 0:

𝜕L
𝜕P

= 2XHLHX⊤P − 2(𝜇XX⊤ + (1 − 𝜇)I)PΛ set
= 0 (11)

Further, we obtain the projection matrix P = [𝒑1, ...,𝒑𝑑′], where
𝒑𝑖 is the eigenvector associated with the 𝑖th largest eigenvalue of
the following generalized eigenvalue problem:

XHLHX⊤𝒑 = 𝜆(𝜇XX⊤ + (1 − 𝜇)I)𝒑 (12)



Table 2: Characteristics of the synthetic experimental data sets.

Data Set # Examples # Features # Class Labels # False Positive Labels (𝑟 ) Task Domain

mediamill 2,854 120 10 𝑟 = 1, 2, 3 video semantic detection [36]
tmc2007 8,670 981 18 𝑟 = 1, 2, 3 text anomaly detection [38]
slashdot 3,142 1,079 19 𝑟 = 1, 2, 3 text classification [26]
amazon 1,500 1,326 50 𝑟 = 1, 2, 3 authorship identification [12]

DeliciousMIL 1,409 1,389 20 𝑟 = 1, 2, 3 sentence labeling [37]
bookmark 2,500 1,413 57 𝑟 = 1, 2, 3 automatic tag suggestion [25]
sports 9,120 1,738 19 𝑟 = 1, 2, 3 human activity recognition [1]
sector 6,412 6,104 105 𝑟 = 1, 2, 3 text classification [35]

After inducing the projection matrix P, we construct a new par-
tial label training set D ′ =

{
(𝒙 ′

𝑖
, 𝑆𝑖 ) | 1 ⩽ 𝑖 ⩽ 𝑚

}
in the projected

feature space, where 𝒙 ′
𝑖
= P⊤𝒙𝑖 . Then, we update the candidate

label confidence by conducting 𝑘NN aggregation in the projected
feature space. An intermediate matrix B = [𝐵𝑖 𝑗 ]𝑚×𝑞 is specified by
exploiting the labeling information of the 𝑘 neareast neightbors of
each instance inD ′. Specifically, each row vector 𝒃𝑖 = [𝐵𝑖1, ..., 𝐵𝑖𝑞]
of matrix B is calculated by:

𝒃𝑖 = 𝛼𝒚
⊤
𝑖 +

∑
𝒙′
𝑗
∈N(𝒙′

𝑖
)
𝒚⊤𝑗 (13)

where N(𝒙 ′
𝑖
) denotes the 𝑘 neareast neightbors of instance 𝒙 ′

𝑖
identified in D ′, 𝒚 𝑗 denotes the 𝑗th row of the labeling confidence
matrix Y, and parameter 𝛼 is used to balance the importance of
the labeling information of the instance itself and its 𝑘 neareast
neighbors. In this paper, 𝛼 is set to the default value of 1.

Based on the intermediate matrix B, we set the labeling con-
fidence of labels outside the candidate label set to be 0 and then
normalize the sum of the labeling confidence for each instance to 1:

∀ 1 ⩽ 𝑖 ⩽ 𝑚, 1 ⩽ 𝑗 ⩽ 𝑞 : 𝑌 ′
𝑖 𝑗 =

{ 𝐵𝑖 𝑗∑
𝑙𝑐 ∈𝑆𝑖 𝐵𝑖𝑐

, if 𝑙 𝑗 ∈ 𝑆𝑖
0, otherwise

(14)

where Y′ denotes the updated labeling confidence matrix.
Table 1 summarizes the complete procedure of Cenda. Firstly,

the labeling confidence matrix is initialized (step 1) and the in-
stance matrix is specified based on the assignment of training data
set (step 2). After that, an iterative procedure alternating between
confidence-based dependence maximization (steps 4-7) and 𝑘NN-
based candidate label confidence updating (steps 8-13) is conducted.
Here, the iterative procedure terminates if the projection matrix P
does not change or the maximum number of iteration is reached.2
Finally, the transformed lower-dimensional PL training set is con-
structed and ready for follow-up model training.

4 EXPERIMENTS

4.1 Experimental Setup

To evaluate the effectiveness of the proposed dimensionality reduc-
tion approach for partial label data, state-of-the-art partial label
learning algorithms are coupled with Cenda for performance eval-
uation. To the best of our knowledge, Delin is the only available
partial label dimensionality reduction approach which employs
LDA to perform dimensionality reduction. For any partial label
learning algorithmA, its coupling versions with Cenda and Delin

2In this paper, the maximum number of iterations is set to be 50 which suffices to yield
stable performance for the proposed approach.

are denoted as A-Cenda and A-Delin respectively. The perfor-
mance ofA-Cenda is compared against that ofA-Delin andA to
verify the effectiveness of the proposed dimensionality reduction
approach in improving the generalization ability of partial label
learning system.

In this paper, five well-established partial label learning algo-
rithms are utilized to instantiate A with suggested parameter con-
figuration in respective literatures:

• Pl-knn [21]: An averaging-based partial label learning al-
gorithm which makes prediction on unseen instance via
weighted 𝑘NN voting strategy [suggested configuration:
𝑘=10].

• Pl-svm [30]: An identification-based partial label learning
algorithm which makes prediction on unseen instance by
maximizing the classification margin over candidate label
set and non-candidate label set [suggested configuration:
regularization parameter pool with {10−3, . . . , 103}].

• Pl-ecoc [49]: A transformation-based partial label learning
algorithm which makes prediction on unseen instance by
decomposing the PL learning problem into a group of binary
learning problems via adapting the error-correcting output
codes (ECOC) techniques [suggested configuration: ECOC
coding length ⌈10 · log2 (𝑞)⌉].

• Ipal [48]: Another instance-based partial label learning al-
gorithm which makes prediction on unseen instance via
adapting label propagation for graph-based disambiguation
[suggested configuration: balancing parameter 𝛼 = 0.95].

• Sure [13]: A self-training based partial label learning algo-
rithm which trains the desired model and performs pseudo-
labeling jointly by solving a convex-concave optimization
problem [suggested configuration: regularization parameters
𝜆 = 0.3, 𝛽 = 0.05].

For Cenda, 𝑡ℎ𝑟 is employed to control the dimension of the
projected lower-dimensional space according to Eq.(7). In this paper,
the parameters for Cenda are set as: 𝑡ℎ𝑟 = 0.999, 𝜇 = 0.5, 𝑘 = 8. The
parameter 𝑘 for Delin is set to be 𝑘 = 8. For the sake of fairness, the
parameter 𝑑 ′ for Delin is adjusted to ensure that both algorithms
reduce the data to the same dimension.

In following subsections, comparative studies are conducted
over both synthetic and real-world data sets. On each data set, ten-
fold cross-validation is performed and the detailed experimental
results(mean classification accuracy with standard deviation) are
presented.



Table 3: Classification accuracy (mean±std) of each comparing algorithm on controlled synthetic data sets (𝑟 ∈ {1, 2, 3}). For
partial label learning algorithmA ∈ {Pl-knn,Pl-svm,Pl-ecoc, Ipal, Sure}, the performance ofA-Cenda is compared against

that of A-Delin and A where the best performance on each data set is shown in boldface.

Comparing Data Set

Algorithms mediamill tmc2007 slashdot amazon DeliciousMIL bookmark sports sector

𝑟 = 1 (one false positive label)
Pl-knn 0.640±0.032 0.401±0.012 0.162±0.021 0.027±0.029 0.033±0.029 0.192±0.023 0.307±0.019 0.013±0.007
Pl-knn-Delin 0.693±0.014 0.686±0.011 0.637±0.023 0.644±0.014 0.441±0.019 0.487±0.022 0.873±0.015 0.525±0.028
Pl-knn-Cenda 0.703±0.013 0.745±0.013 0.748±0.014 0.651±0.013 0.471±0.017 0.462±0.014 0.914±0.009 0.573±0.032
Pl-svm 0.495±0.032 0.643±0.016 0.595±0.018 0.119±0.016 0.036±0.007 0.283±0.022 0.666±0.009 0.073±0.012
Pl-svm-Delin 0.594±0.016 0.698±0.012 0.690±0.019 0.645±0.011 0.444±0.013 0.530±0.038 0.835±0.012 0.520±0.023
Pl-svm-Cenda 0.614±0.012 0.740±0.014 0.763±0.014 0.652±0.014 0.456±0.012 0.504±0.044 0.870±0.013 0.561±0.036
Pl-ecoc 0.592±0.023 0.635±0.014 0.523±0.013 0.063±0.021 0.072±0.033 0.366±0.018 0.697±0.020 0.062±0.021
Pl-ecoc-Delin 0.594±0.027 0.707±0.013 0.665±0.022 0.644±0.022 0.441±0.022 0.510±0.049 0.874±0.016 0.529±0.046
Pl-ecoc-Cenda 0.687±0.011 0.761±0.011 0.762±0.011 0.651±0.021 0.494±0.011 0.488±0.027 0.916±0.006 0.563±0.018
Ipal 0.635±0.021 0.588±0.014 0.413±0.013 0.105±0.011 0.072±0.021 0.311±0.022 0.905±0.009 0.152±0.027
Ipal-Delin 0.650±0.023 0.649±0.012 0.634±0.017 0.644±0.018 0.443±0.008 0.509±0.043 0.890±0.011 0.530±0.022
Ipal-Cenda 0.671±0.012 0.705±0.010 0.752±0.011 0.652±0.014 0.495±0.011 0.477±0.021 0.916±0.005 0.564±0.017
Sure 0.689±0.018 0.647±0.016 0.577±0.026 0.153±0.021 0.116±0.028 0.390±0.013 0.755±0.031 0.120±0.029
Sure-Delin 0.708±0.017 0.708±0.013 0.673±0.007 0.643±0.016 0.441±0.032 0.524±0.022 0.877±0.013 0.527±0.019
Sure-Cenda 0.718±0.010 0.758±0.013 0.763±0.011 0.652±0.015 0.504±0.021 0.498±0.031 0.916±0.007 0.563±0.024

𝑟 = 2 (two false positive labels)
Pl-knn 0.633±0.024 0.408±0.021 0.160±0.020 0.021±0.009 0.033±0.012 0.164±0.032 0.296±0.013 0.015±0.007
Pl-knn-Delin 0.668±0.016 0.678±0.012 0.606±0.018 0.481±0.022 0.216±0.022 0.463±0.012 0.847±0.020 0.388±0.223
Pl-knn-Cenda 0.684±0.009 0.725±0.007 0.668±0.021 0.493±0.020 0.273±0.013 0.400±0.021 0.870±0.015 0.387±0.162
Pl-svm 0.494±0.031 0.626±0.023 0.575±0.022 0.073±0.012 0.033±0.011 0.259±0.019 0.646±0.016 0.054±0.011
Pl-svm-Delin 0.596±0.017 0.694±0.021 0.656±0.022 0.483±0.032 0.219±0.028 0.501±0.032 0.808±0.024 0.376±0.021
Pl-svm-Cenda 0.610±0.016 0.727±0.013 0.687±0.013 0.490±0.014 0.261±0.009 0.440±0.022 0.839±0.016 0.384±0.016
Pl-ecoc 0.522±0.026 0.574±0.017 0.433±0.027 0.049±0.013 0.058±0.022 0.288±0.035 0.601±0.037 0.033±0.013
Pl-ecoc-Delin 0.589±0.019 0.688±0.020 0.625±0.023 0.481±0.012 0.218±0.017 0.490±0.015 0.842±0.021 0.386±0.022
Pl-ecoc-Cenda 0.630±0.013 0.737±0.015 0.683±0.012 0.492±0.007 0.254±0.024 0.421±0.017 0.869±0.017 0.385±0.016
Ipal 0.593±0.018 0.588±0.013 0.400±0.015 0.086±0.010 0.047±0.021 0.310±0.018 0.902±0.010 0.137±0.009
Ipal-Delin 0.622±0.003 0.642±0.015 0.604±0.032 0.483±0.012 0.216±0.012 0.490±0.033 0.862±0.007 0.388±0.026
Ipal-Cenda 0.634±0.012 0.690±0.012 0.675±0.012 0.491±0.011 0.296±0.013 0.411±0.019 0.888±0.010 0.391±0.015
Sure 0.688±0.024 0.640±0.027 0.574±0.025 0.102±0.014 0.115±0.032 0.374±0.011 0.711±0.022 0.107±0.038
Sure-Delin 0.695±0.013 0.721±0.009 0.645±0.021 0.483±0.016 0.216±0.021 0.504±0.041 0.845±0.016 0.388±0.023
Sure-Cenda 0.711±0.023 0.742±0.013 0.686±0.012 0.493±0.013 0.272±0.014 0.435±0.023 0.873±0.007 0.387±0.017

𝑟 = 3 (three false positive labels)
Pl-knn 0.598±0.012 0.366±0.014 0.168±0.018 0.025±0.006 0.041±0.012 0.141±0.022 0.290±0.016 0.018±0.014
Pl-knn-Delin 0.648±0.023 0.655±0.012 0.576±0.016 0.365±0.012 0.156±0.015 0.421±0.023 0.822±0.011 0.296±0.015
Pl-knn-Cenda 0.641±0.016 0.691±0.008 0.592±0.007 0.375±0.013 0.224±0.013 0.371±0.012 0.858±0.011 0.306±0.008
Pl-svm 0.471±0.039 0.619±0.015 0.562±0.038 0.065±0.025 0.038±0.010 0.247±0.015 0.603±0.017 0.050±0.026
Pl-svm-Delin 0.600±0.011 0.682±0.021 0.623±0.035 0.364±0.027 0.156±0.012 0.465±0.017 0.789±0.020 0.295±0.028
Pl-svm-Cenda 0.601±0.003 0.708±0.015 0.605±0.028 0.375±0.018 0.198±0.020 0.409±0.012 0.828±0.015 0.302±0.027
Pl-ecoc 0.101±0.024 0.569±0.013 0.374±0.026 0.029±0.013 0.066±0.023 0.203±0.032 0.491±0.023 0.019±0.012
Pl-ecoc-Delin 0.223±0.113 0.622±0.023 0.582±0.015 0.367±0.016 0.157±0.015 0.428±0.026 0.802±0.021 0.296±0.018
Pl-ecoc-Cenda 0.170±0.026 0.669±0.012 0.598±0.012 0.375±0.013 0.202±0.013 0.389±0.028 0.843±0.012 0.306±0.011
Ipal 0.525±0.012 0.555±0.019 0.373±0.010 0.084±0.014 0.041±0.012 0.293±0.017 0.862±0.019 0.142±0.010
Ipal-Delin 0.571±0.012 0.631±0.013 0.569±0.012 0.364±0.011 0.156±0.013 0.428±0.012 0.839±0.012 0.298±0.011
Ipal-Cenda 0.579±0.011 0.670±0.015 0.582±0.014 0.375±0.012 0.248±0.010 0.372±0.018 0.876±0.012 0.309±0.012
Sure 0.668±0.024 0.628±0.016 0.541±0.020 0.072±0.017 0.671±0.017 0.370±0.023 0.671±0.009 0.095±0.023
Sure-Delin 0.702±0.011 0.690±0.013 0.608±0.038 0.364±0.012 0.822±0.012 0.463±0.029 0.822±0.009 0.303±0.033
Sure-Cenda 0.705±0.012 0.726±0.015 0.606±0.034 0.375±0.011 0.858±0.013 0.406±0.024 0.858±0.011 0.306±0.046

4.2 Synthetic Data Sets

Synthetic partial label data sets are generated from multi-class data
sets with controlling parameter 𝑟 according to the widely-used
strategy [8, 10, 11, 16, 27, 45, 49]. Specifically, 𝑟 controls the number
of false positive labels in the candidate label set of PL examples.
Given a multi-class example (𝒙𝑖 , 𝑦𝑖 ), one PL example (𝒙𝑖 , 𝑆𝑖 ) can be
generated by adding 𝑟 false positive labels Δ𝑟 ⊆ Y \ {𝑦𝑖 }, |Δ𝑟 | = 𝑟

randomly into 𝑆𝑖 along with the ground-truth label 𝑦𝑖 , i.e. 𝑆𝑖 =

Δ𝑟
⋃{𝑦𝑖 }.
Table 2 summarizes characteristics of the synthetic data sets

(𝑟 ∈ {1, 2, 3}) which are roughly ordered according to the number
of features in the feature space.3 Accordingly, detailed experimen-
tal results of each comparing algorithm over various synthetic

3In Table 2, most multi-class data sets are derived from multi-label benchmark data
sets [57] by retaining examples with only one relevant label.



Table 4:Win/tie/loss counts (pairwise t-test at 0.05 significance level) betweenA-Cenda andA,A-Delin in terms of different

number of false positive labels (𝑟 = 1, 2, 3).

A-Cenda against A A-Cenda against A-Delin
A=Pl-knn A= Pl-svm A=Pl-ecoc A=Ipal A=Sure A=Pl-knn A= Pl-svm A= Pl-ecoc A=Ipal A=Sure

𝑟 = 1 8/0/0 8/0/0 8/0/0 8/0/0 8/0/0 7/0/1 7/0/1 7/0/1 7/0/1 7/0/1
𝑟 = 2 8/0/0 8/0/0 8/0/0 7/0/1 8/0/0 6/1/1 7/0/1 6/1/1 7/0/1 6/1/1
𝑟 = 3 8/0/0 8/0/0 8/0/0 8/0/0 8/0/0 6/0/2 5/1/2 6/0/2 7/0/1 4/3/1

In Total 24/0/0 24/0/0 24/0/0 23/0/1 24/0/0 19/1/4 19/1/4 19/1/4 21/0/3 17/4/3

Table 5: Characteristics of the real-world experimental data sets.

Data Set # Examples # Features # Class Labels average # Candidate Labels Task Domain

Lost 1,122 108 16 2.23 automatic face naming [11]
Yahoo! News 22,991 163 219 1.91 automatic face naming [19]

FG-NET 1,002 262 78 7.48 facial age estimation [31]
Soccer Player 17,472 279 171 2.09 automatic face naming [47]
Mirflickr 2,780 1,536 14 2.76 web image classification [20]
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Figure 1: Classification accuracy of each partial label learning algorithm on real-world data sets (green bar: original algorithm;

blue bar: coupled with Cenda; red bar: coupled with Delin).

Table 6:Win/tie/loss statistics (pairwise t-test at 0.05 significance level) betweenA-Cenda andA,A-Delin on real-world data

sets.

Data Set

A-Cenda against A A-Cenda against A-Delin
A=Pl-knn A= Pl-svm A=Pl-ecoc A=Ipal A=Sure A=Pl-knn A= Pl-svm A= Pl-ecoc A=Ipal A=Sure

Lost win win win win win win win win win tie
Yahoo! News win win win win win tie win win win tie

FG-NET win win win win win tie win win win win
Soccer Player tie win win win win tie win loss win tie
Mirflickr win win win loss loss win win win loss loss
In Total 4/1/0 5/0/0 5/0/0 4/0/1 4/0/1 2/3/0 5/0/0 4/0/1 4/0/1 1/3/1

data sets are reported in Table 3. For partial label learning al-
gorithm A ∈ {Pl-knn, Pl-svm, Pl-ecoc, Ipal, Sure}, A-Cenda is
compared against both A and A-Delin where the best classifica-
tion accuracy is shown in boldface. Furthermore, pairwise 𝑡-test
at 0.05 significance level is conducted to show whether the per-
formance difference between A-Cenda and A-Delin or between
A-Cenda and A is significant, where the resulting win/tie/loss
counts are reported in Table 4. Based on the above experimental
results, we can draw the following conclusions:

• Among all the 120 cases (8 data sets × 3 settings of 𝑟 × 5
PL learning algorithms; Table 3), A-Cenda achieves bet-
ter performance than A in 99.2% cases after coupling with
the proposed dimensionality reduction approach. The only
exception is on sports (𝑟 = 2) which corresponds to the
synthetic data set with largest number of examples. Further-
more,A-Cenda achieves better performance thanA-Delin
in 95 out of 120 cases.

• For Pl-knn, Pl-svm and Pl-ecoc, their performance have
been significantly improved by Cenda in all cases (Table
4). On the five data sets with more than 1,300 features (i.e.



amazon, DeliciousMIL, bookmark, sports and sector), out
of the 45 statistical comparisons (3 PL learning algorithms x
5 data sets x 3 settings of 𝑟 ), the classification accuracy has
been improved with Cenda by more than 0.20 in 35 cases.
These results indicate that the benefits brought by Cenda
are rather noticeable under the challenging circumstances
of high dimensionality.

• On the two data sets amazon and DeliciousMIL with least
number of examples, the classification accuracy for Ipal and
Sure has been improvedwith Cenda bymore than 0.35, 0.15
and 0.20 for 𝑟=1, 2 and 3 respectively. These results indicate
that the benefits brought by Cenda are rather noticeable
under the challenging circumstances of insufficient training
examples.

4.3 Real-World Data Sets

In addition to synthetic data sets, a number of real-world partial
label data sets have been collected from several task domains in-
cluding FG-NET [31] for facial age estimation, Lost [11], Soccer
Player [47] and Yahoo! News [19] for automatic face naming from
images or videos, Mirflickr [20] for web image classification.4

In the data set of facial age estimation, an example consists of a
human face with landmarks and a set of candidate ages annotated
by crowdsourced labelers. In the data sets of automatic face naming,
an example consists of face image cropped from an image or video
frame and a set of candidate names extracted from the associated
captions or subtitles. In the data set of web image classification,
an example consists of an image and a set of candidate annota-
tions extracted from the web environment. Table 5 summarizes
characteristics of the real-world partial label data sets.

Fig. 1 illustrates the classification accuracy of each partial label
learning algorithm before and after employing dimensionality re-
duction techniques (Cenda or Delin) on each real-world data set. In
addition, we conduct pairwise 𝑡-test at 0.05 significance level to val-
idate whether the performance differences between A-Cenda and
A, A-Delin are significant. The win/tie/loss statistics are reported
in Table 6.

From the reported results on real-world data sets, it’s impressive
to observe that:

• Out of the 25 statistical comparisons (5 algorithms × 5 data
sets), the predictive performance ofA-Cenda is significantly
superior to that ofA in 22 cases. There are only two losses of
A-Cenda against A on Mirflickr with A ∈ {Ipal, Sure}.

• As shown in Fig. 1(c), the performance improvement of A-
Cenda against A is rather pronounced on the FG-NET data
set, which is challenging to handle with least number of
examples but large average number of candidate labels. It is
worth noting that the classification accuracy of each partial
label learning algorithm has at least been doubled on FG-NET
by coupling with Cenda. These impressive results indicate
that Cenda could bring rather noticeable improvements even
under the challenging circumstances of insufficient training
examples and high rate of false positive labels.

• In most tasks, A-Cenda achieves superior or at least statis-
tically comparable performance against A-Delin. The three

4Data available at: http://palm.seu.edu.cn/zhangml/Resources. htm#partial_data

losses of A-Cenda against A-Delin take place on Soccer
Player with A=Pl-ecoc and Mirflickr with A ∈ {Ipal,
Sure} .

4.4 Sensitivity Analysis

As shown in Table 1, 𝑡ℎ𝑟 serves as a crucial parameter for Cenda
which controls the number of retained features after dimensionality
reduction. Table 7 shows the trend of predictive accuracy of partial
label algorithms coupled with Cenda as the parameter 𝑡ℎ𝑟 varies in
{0.9, 0.99, 0.999}. For comparison, Delin is employed to reduce the
partial label data to the same dimensionality to compare the effects
of different methods. The experimental results are reported in Table
7 where the better result betweenA-Cenda andA-Delin is shown
in boldface. As shown in Table 7, the performance of each partial
label learning algorithm coupled with Cenda fluctuates moderately
as the value of 𝑡ℎ𝑟 changes. Specifically, there is no single value of
𝑡ℎ𝑟 which can consistently lead to the best performance. Therefore,
further performance improvement can be achieved by fine-tuning
the value of 𝑡ℎ𝑟 for different data sets and partial label learning
algorithms, although 0.999 is a reasonable default setting for 𝑡ℎ𝑟 in
this paper.

In addition to 𝑡ℎ𝑟 , 𝜇 (trade-off parameter in Eq.(9)) and 𝑘 (#
nearest neighbors) also serve as important parameters for Cenda.
Fig. 2 illustrates how the performance of each partial label learning
algorithm coupled with Cenda changes respectively as 𝜇 increases
from 0.2 to 0.8 with step-size 0.1 and 𝑘 increases from 3 to 10 with
step-size 1 on four data sets. As shown in Fig. 2, the performance
of each partial label learning algorithm coupled with Cenda is
relatively stable as the value of 𝜇 or 𝑘 varies. Therefore, the value of
𝜇 and 𝑘 is fixed to be 0.5 and 8 respectively for comparative studies
in this paper.

5 CONCLUSION

In this paper, we propose a novel method to enhance partial label
learning algorithms via manipulating the feature space by dimen-
sionality reduction. The proposed method performs dimensionality
reduction bymaximizing the dependence between projected feature
information and confidence-based labeling information iteratively.
In each iteration, the projection matrix is identified by solving an
generalized eigenvalue problem derived from the adapted Hilbert-
Schmidt Independence Criterion and the confidences of candidate
labels are updated by conducting 𝑘NN aggregation in the projected
feature space. Comprehensive experimental studies over synthetic
and real-world data sets show that Cenda is an effective prepro-
cessing method to improve the performance of well-established
partial label learning algorithms.

It is worth mentioning that the labeling confidence matrix Y
derived from Cenda which is simply ignored in the follow-up par-
tial label training procedure. Proper utilization of this derived side
information may bring further improvement of predictive perfor-
mance for specific partial label learning algorithms. Apart from
Hilbert-Schmidt Independence Criterion, other sophisticated di-
mensionality reduction methods are expected to be appropriately
introduced to facilitate partial label learning.



Table 7: Classification accuracy of A-Cenda (A ∈{Pl-knn, Pl-svm, Pl-ecoc, Ipal, Sure}) changes as the number of retained

features varies with 𝑡ℎ𝑟 taking value within {0.9, 0.99, 0.999}). On each data set, the better performance between A-Cenda and

A-Delin is shown in boldface. For reference purpose, the classification accuracy of A on the original feature space is also

shown in the lower part of the table. (Yahoo! News and Soccer Player are abbreviated as LNY and Spd respectively)

Data Set 𝑡ℎ𝑟
Retained Pl-knn-Delin Pl-svm-Delin Pl-ecoc-Delin Ipal-Delin Sure-Delin
Features Cenda Delin Cenda Delin Cenda Delin Cenda Delin Cenda Delin

Lost

0.9 6 0.718±0.033 0.656±0.021 0.719±0.024 0.614±0.019 0.739±0.039 0.658±0.016 0.718±0.012 0.634±0.017 0.732±0.019 0.665±0.021
0.99 11 0.804±0.027 0.782±0.015 0.815±0.022 0.777±0.026 0.828±0.023 0.816±0.039 0.839±0.023 0.822±0.021 0.842±0.027 0.803±0.026
0.999 13 0.810±0.012 0.789±0.006 0.823±0.013 0.793±0.021 0.846±0.016 0.816±0.029 0.850±0.014 0.818±0.011 0.855±0.013 0.857±0.012

LYN

0.9 5 0.423±0.016 0.306±0.008 0.425±0.006 0.244±0.007 0.435±0.009 0.263±0.008 0.379±0.010 0.257±0.008 0.476±0.010 0.342±0.002
0.99 63 0.506±0.010 0.506±0.012 0.506±0.007 0.503±0.009 0.645±0.012 0.646±0.007 0.667±0.006 0.664±0.008 0.646±0.008 0.646±0.004
0.999 120 0.434±0.008 0.434±0.011 0.520±0.009 0.434±0.006 0.630±0.006 0.623±0.003 0.674±0.003 0.667±0.006 0.638±0.007 0.636±0.007

FG-NET

0.9 15 0.133±0.022 0.150±0.030 0.094±0.028 0.119±0.036 0.101±0.035 0.094±0.015 0.133±0.024 0.126±0.023 0.135±0.022 0.124±0.017
0.99 34 0.118±0.014 0.118±0.027 0.110±0.035 0.104±0.037 0.064±0.016 0.071±0.017 0.125±0.017 0.133±0.012 0.129±0.012 0.146±0.022
0.999 40 0.106±0.021 0.108±0.036 0.130±0.029 0.105±0.040 0.086±0.023 0.071±0.022 0.130±0.012 0.123±0.014 0.143±0.014 0.137±0.012

Spd

0.9 24 0.504±0.011 0.499±0.022 0.379±0.062 0.371±0.016 0.079±0.013 0.075±0.043 0.529±0.023 0.527±0.020 0.527±0.022 0.519±0.020
0.99 108 0.497±0.012 0.495±0.023 0.457±0.054 0.437±0.022 0.285±0.032 0.295±0.031 0.558±0.012 0.553±0.014 0.542±0.009 0.537±0.020
0.999 151 0.493±0.016 0.493±0.034 0.456±0.072 0.438±0.023 0.231±0.012 0.319±0.022 0.556±0.032 0.548±0.023 0.540±0.013 0.538±0.020

Mirflickr

0.9 5 0.580±0.017 0.578±0.029 0.513±0.032 0.439±0.019 0.479±0.022 0.468±0.013 0.472±0.018 0.523±0.031 0.602±0.013 0.588±0.033
0.99 11 0.494±0.011 0.493±0.033 0.545±0.017 0.524±0.015 0.576±0.013 0.497±0.023 0.405±0.020 0.497±0.022 0.500±0.017 0.577±0.023
0.999 13 0.489±0.009 0.461±0.034 0.558±0.012 0.538±0.029 0.547±0.013 0.492±0.016 0.413±0.016 0.474±0.026 0.469±0.011 0.517±0.011

Original Pl-knn Pl-svm Pl-ecoc Ipal Sure
Features

Lost - 108 0.354±0.012 0.736±0.014 0.647±0.039 0.733±0.031 0.780±0.021
LYN - 163 0.413±0.023 0.512±0.011 0.618±0.017 0.663±0.012 0.628±0.007

FG-NET - 262 0.032±0.017 0.061±0.013 0.012±0.012 0.062±0.026 0.070±0.014
Spd - 279 0.490±0.016 0.413±0.025 0.192±0.033 0.546±0.018 0.532±0.016

Mirflickr - 1,536 0.479±0.012 0.517±0.062 0.538±0.016 0.543±0.066 0.613±0.022
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Figure 2: Trend of classification accuracy of A-Cenda (A ∈{Pl-knn, Pl-svm, Pl-ecoc, Ipal Sure}). The regularization term

(i.e. 𝜇) increases from 0.2 to 0.8 with step-size 0.1 in (a) synthetic data set mediamill (𝑟 = 2) and (b) real-world data set Lost; the
number of nearest neighbors used for updating confidences of candidate labels (i.e. 𝑘) increases from 3 to 10 with step-size 1

in (c) synthetic data set slashdot (𝑟 = 2) and (d) real-world data set Mirflickr.
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